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Abstract

The objective of this paper is present a neural network (NN) based multi-material topology optimization

(MMTO) method. The primary concept is to use the NN’s activation functions to span the unknown mate-

rial volume fractions, while the weights and bias associated with the NN serve as the design variables, i.e.,

the representation is thus independent of the finite element mesh. The sensitivities are computed analytically

using NN’s back-propagation. Then, by relying on the NN’s built-in optimization routines, and a conventional

finite element solver, the MMTO problem is solved.

The salient features of the proposed framework are: (1) the number of design variables is only weakly de-

pendent on the number of materials considered, (2) it inherently guarantees that material do not get mixed, and

(3) it leads to a crisp and differentiable material interface. The proposed framework is simple to implement,

and is illustrated through several examples.
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1. Introduction

Topology optimization (TO) is a rapidly evolving field, encompassing a rich set of methods including Solid

Isotropic Material with Penalization (SIMP) [5], [35], level-set methods [51], evolutionary methods [56] and

topological sensitivity methods [41] [10], [24], [25]. The reader is referred to [37] for a critical review.

The main focus of this paper is on multi-material TO (MMTO), where the objective is to not only com-

pute the optimal topology, but also the distribution of two or more materials within the topology. MMTO is

partly motivated by the advent of additive manufacturing (AM) [22], and in particular, multi-material AM

[13] [49] [3]. Various single-material TO methods, most notably SIMP-based methods, have been extended

to multi-materials (see Section 2). Along similar lines, the current work is an extension of a single-material

neural-network based TO framework recently proposed in [9] to multi-materials. The proposed framework is

discussed in Section 3, followed by the algorithm in Section 3.7. In Section 4, several numerical experiments

are carried out to establish the validity, robustness and other characteristics of the method. Open research

challenges, opportunities and conclusions are summarized in Section 5.

2. Literature Review

Solid Isotropic Material with Penalization (SIMP) based TO was first extended to MMTO in 1992 [45]. This

was followed by [39] where a single variable interpolation scheme for three-phase TO, with extreme thermal
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expansion, was proposed. The concept was extended in [40] to incorporate numerous candidate materials, and

has been used to design multi-physics actuators [36], piezo-composites [47], and functionally graded structures

with optimal Eigen-frequencies [43]. A common challenge in multi-material TO is that the number of design

variables increases with the number of materials. To address this challenge, [58] introduced a peak function

concept where multiple materials were represented by one smooth function with several peaks (means). How-

ever, the method posed numerical challenges for more than two phases.

The level-set based TO was extended to solve MMTO in [53] where m level-set functions were used to

obtain designs with 2m materials. This was exploited in [50] towards designing compliant mechanisms, and

multi-phase microstructures in [54]. The shape derivatives proposed in [53] were found to be inaccurate unless

certain assumptions were made [1]. More accurate shape derivatives were derived in[1], while also retaining

a constant interface zone thickness. The concept was extended in [48] to consider discontinuities by sharp in-

terfaces by using multiple intermediate interfaces. A typical challenge in level-sets based MMTO is numerical

diffusion across material boundaries.

Independently, the MMTO problem was converted in [52] into a phase transition problem represented by a

set of nonlinear PDE, to be solved using Cahn-Hillard phase field method, producing smooth designs without

checkerboards. The proposed method was however computational expensive, requiring several iterations to

achieve a steady-state solution.

The BESO method was extended to MMTO in [15], where the optimal topology ws determined according

to the relative ranking of sensitivities. The optimal solution may require several trials and mesh refinements.

The topological sensitivity based TO method was extended to MMTO in [25], where the total mass and com-

pliance were treated as conflicting objectives, thereby leading to the concept of Pareto-optimal multi-material

topologies. MMTO in the context of composite fiber optimization was explored in [16]. The method does not

safeguard against material mixing, requiring large number of constraints [17]. More recently, the authors of

[44] proposed a MMTO method within the framework of isogeometric analysis. Checkerboard free topologies

with desired level of continuity was obtained. The authors of [34] observed that the volume constraints from

discrete material optimization are linearly separable, and proposed a fast ’ZPR’ update scheme.

In conclusion, we have the following observations:

• Almost all single-material TO methods have been extended to MMTO; SIMP based MMTO being the

most common.

• Some of the MMTO methods impose a total mass constraint, while others impose constraints on individ-

ual material fractions; in general, the former leads to better designs [12], [30].

• In all MMTO methods, the number of design variables scales linearly with the number of materials

(exception being [58] mentioned above).

• All MMTO methods use the underlying finite element space to represent the material design variables;

thus, the quality of obtained solution depends on the finite element discretization.
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In this paper, we propose a SIMP based MMTO method that extends the single-material TO method pro-

posed recently in [9] to multiple material. The main characteristic of this method is that instead of using the

finite element space to represent the material variables, we use the functional space of a neural net. The salient

features of the proposed MMTO method are:

• The number of design variables is weakly dependent on the number of materials considered, requiring

only two additional design variables for every additional material.

• The material interface is smooth and differentiable, and the interface resolution is not limited by the

underlying mesh.

• Sensitivities are computed analytically by exploiting the back-propagation capabilities of neural nets.

• Finally, the method inherently guarantees that there is no mixing of materials, i.e., additional constraints

are not needed.

3. Proposed Method

Prior to describing the proposed method, the mathematical nomenclature used in the remainder of the

paper is summarized below for convenience.

Ω0 Design domain
X Point (x,y) in Ω0
S Number of non-void materials
Ei Young’s modulus of the ith material i = 0, 1, . . . , S ; E0 ≈ 0
Ē Effective Young’s modulus (defined later)
ρi Physical density (unit of kg/m3 in SI) of the ith material; ρ0 = 0
vi(X) Volume fraction (unit-less) of ith material at location X
v(X) Volume fraction vector: {v0(X), v1(X), . . . , vS(X)}
vi

e Volume fraction of ith material evaluated at the center the eth element
J Compliance at any instance
m∗ Upper limit on allowable mass
Ae Area of the eth finite element
K Finite element stiffness matrix
u Finite element displacement vector
f Finite element force vector
α Constraint penalty parameter
L(·) Loss function
w Set of bias and weights associated with the neural network
εm Absolute value of mass constraint deviation
εg Fraction of gray elements; an element is gray if any of its volume fractions is in the range [0.2, 0.8]

A few points worth noting about the nomenclature are:

• S is the number of non-void materials; since void is a possible material choice, we have a total of S + 1

materials to choose from.

• The volume fraction of a material is denoted by vi; this is often referred to as pseudo-density in SIMP.

We have avoided the term pseudo-density in this paper since it can be easily confused with the physical

density (mass/volume) that will be needed.

• Quantities such as effective modulus and loss function are defined later in the paper.
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3.1. Brief Review of TOuNN

As mentioned earlier, this paper extends the single-material topology optimization using neural networks

(TOuNN) framework proposed in [9]. We therefore provide here a brief summary of TOuNN. Consider a

typical single-material TO problem illustrated in Figure 1. In SIMP, a volume fraction field v(X) (commonly

referred to pseudo-density) is defined over the entire domain Ω0. Further, in a typical finite element based

SIMP formulation, the (unknown) volume fraction is typically a constant over each element. Then, by relying

on standard SIMP penalization technique, the volume fraction is optimized using optimality criteria [6] or

MMA [42], say to minimize compliance, resulting in the desired topology. This is illustrated schematically in

Figure 3.

? Discretize

Figure 1: Single material TO using SIMP.

On the other hand, in TOuNN, the volume fraction field is captured externally using a neural-network’s

(NN) activation functions and weights, as described in [9]. In other words, the volume fraction field is inde-

pendent of the underlying mesh. Then, by relying on SIMP penalization, the volume fraction is optimized

using the NN’s built-in optimizer, to result in the desired topology; see Figure 2. The benefits of the TOuNN

framework include [9]: (1) analytical sensitivities can be computed using NN’s back-propagation, and (2) the

boundary of the topology is crisp and differentiable since the field v(X) is analytically defined over the entire

domain. Other characteristics of TOuNN are discussed in [9].

NN

FEA

Optimization

Loss function?

x

y

Figure 2: Single material TO using TOuNN.
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3.2. MMTO Problem Definition

Now consider the multi-material problem in Figure 3 where we will assume that a set of S + 1 materials

(including void) are specified. For simplicity, we will assume the compliance must be minimized subject to a

total mass constraint.

F

x

?/ … //

Figure 3: Multi-material topology optimization involves assigning material from (S+1) candidates at each point within the domain.

Let vi(X) ∈ (0, 1] be the relative volume fraction of material i (i = 0, 1, . . . S) at a point X ∈ Ω0. Thus the

material composition at any point X is described by a vector v(X) = {v0(X), v1(X), . . . , vS(X)}. Note that the

sum of volume fractions must be unity at all points, i.e.,
S
∑

i=0
vi(X) = 1. Further, in this paper, we will assume

that material mixing is not allowable, i.e., after optimization, only one of the volume fractions must take the

value of unity while others must be zero. This is unlike functionally graded materials, where material mixing

is allowed [55].

3.3. Representing Volume Fractions via a Neural Network

In classic SIMP based MMTO, the volume fraction composition v(X) ∈ RS+1 is represented using the

underlying finite element mesh. In other words, the design variables are the element volume fractions vi
e.

Consequently, a mass-constrained MMTO problem is posed as:

minimize
vi

e

uTK(vi
e)u (1a)

subject to K(vi
e)u = f (1b)

S

∑
i=0

∑
e

ρivi
e Ae = m∗ (1c)

where K(·) is the finite element stiffness matrix, f is the imposed load. Equation 1c is the mass constraint

[12]. Ae is the area of element e and m∗ is the net mass constraint. Further observe that the number of design

variables is the product of the number of materials and the number of finite elements.

In contrast, here the volume fraction fields are defined using a neural network (NN); see Figure 4. The NN

has 2 inputs, namely the (x, y) coordinates of any point within the domain, and S + 1 outputs, corresponding

to the S+ 1 volume fractions at that point. Internally, the NN is a simple fully-connected feed-forward network

consisting of a series of hidden layers (depth) each consisting of several neurons (height). Each of the neurons
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is associated with an activation function [29] such as rectified linear unit (ReLU). Further, the NN is associated

with scalar weights through which one can control the output (see description below). The output layer of the

NN is associated with a softMax functions (sometimes called a classifier [8]) that is described below.
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Figure 4: Neural network architecture used for MM-TOuNN.

To illustrate the construction of the NN, consider a simplified NN (see Figure 5) with only one hidden layer,

and two outputs. Observe that each connection within the NN is associated with a weight. The output of any

node is computed as follows:

• A weighted sum z[1]1 is first computed as z[1]1 = w[1]
11 x + w[1]

21 y + b[1]1 , where w[k]
ij is the weight associated to

the jth neuron in layer k from the ith neuron in the previous layer, and b[k]j is the bias associated with the

jth neuron in the kth layer.

• Then, the output a[1]1 of the node is computed as a[1]1 = σ(z[1]1 ) where σ is the chosen activation function.

For example, the ReLU activation function is defined as: σ(z) ≡ max(0, z). This and other activation

functions are supported by various NN software libraries such as pyTorch [28].

• The output of a particular layer is then used as input for the subsequent layer and so on.

• The final output layer, as mentioned earlier, is associated with a special activation function called softMax

that generates (in this case) two outputs:

v0 =
ez[2]1

ez[2]1 + ez[2]2

(2)

v1 =
ez[2]2

ez[2]1 + ez[2]2

(3)

Observe that, by construction, 0 ≤ v0, v1 ≤ 1 and v0 + v1 = 1.

• Thus, once the activation functions are chosen, the fields v0(X) and v1(X) are entirely controlled by the

weights and bias associated with the NN.
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Figure 5: A simplified neural network.

The above observations can be easily generalized to the more complex NN in Figure 4. The major differ-

ences are that there are more hidden layers and more neurons per layer. Further, the softMax layer (that can

be easily configured) generates S + 1 outputs such that:

vi =
ez[o]i

S
∑

k=0
ez[o]k

; i = 0, 1, ...S (4)

As a consequence, we have the following observations:

(i) Analytic Fields: The output fields vi(X) of the NN are analytically defined at all points X within the

domain.

(ii) Scaling: The softMax layer guarantees that 0 ≤ vi(X) ≤ 1

(iii) Partition of Unity: The softMax layer also guarantees that
S
∑

i=0
vi(X) = 1.

(iv) Design Variables: The fields vi(X) are controlled by the weights and biases of the network, denoted by

w. Thus, we express the unknown fields as v(X; w). The total number of design variables is equal to the

number of weights in the hidden layers plus the number of weights in the output later.

With this representation, the optimization problem may be posed as:

minimize
w

uTK(w)u (5a)

subject to K(w)u = f (5b)

S

∑
i=0

∑
e

ρivi
e(w)Ae = m∗ (5c)

Observe that, unlike in Equation 1, here the design variables are the weights and biases associated with the

network.
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3.4. Loss Function

We now consider the problem of solving the optimization problem. Neural networks are designed to

minimize a loss function using optimization procedures such as Adam procedure [20]. We therefore convert

the constrained minimization problem in Equation 5 into a loss function by relying on the penalty formulation

[26]. Specifically, the loss function is defined as:

L(w) =
uTKu

J0 + α

(
1

m∗
S

∑
i=0

∑
e

ρivi
e Ae − 1

)2

(6)

where α is a penalty parameter, and J0 is the initial compliance, used here for scaling. Note that the FE equality

Equation 5b is satisfied automatically when solved for the displacement field. Further, we define the mass

constraint deviation as:

εm :=
∣∣∣∣( 1

m∗
S

∑
i=0

∑
e

ρivi
e Ae − 1

)∣∣∣∣ (7)

This will be used later on as one of the termination criteria.

As described in [26], starting from a small positive value for the penalty parameter α, a gradient driven

step is taken to minimize the loss function. Then, the penalty parameter is increased and the process is re-

peated; details are provided later in the algorithm. Observe that, in the limit α → ∞, when the loss function

is minimized, the equality constraint is satisfied and the objective is thereby minimized. Other methods such

as the augmented Lagrangian [18] may also be used to convert the constrained problem into a loss function.

The overall NN-based loss-function overall framework is captured in Figure 6, details of which are described

in the remainder of the paper.

X

…

Figure 6: Overview of the proposed MM-TOuNN framework.

The effective modulus of elasticity Ē(X) in Figure 6 is defined as:

Ē(X) =
S

∑
i=0

(vi(X))pEi (8)
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where p is the SIMP penalization constant (typically p = 3). The penalization discourages intermediate volume

fractions, i.e., discourages material mixing, and the effective modulus is used to construct the stiffness matrix

(see [34]) as discussed later. The physical density at any point, on the other hand, is defined as the weighted

density of all materials, i.e.,

ρ̄(X) =
S

∑
i=0

vi(X)ρi (9)

3.5. Finite Element Analysis

For finite element analysis, we discretize the domain using a regular 4 node quad element as illustrated

in Figure 6. We then rely on the fast Cholesky factorization based on the CVXOPT library [2] for analysis.

Note that the FE solver is treated as a black-box by the NN. During each iteration, the volume fractions ve =

{v0
e , v1

e , . . . , vS
e } ; ∀e ∈ Ωh

0 are evaluated the center of each element. This is followed by the computation of

the effective modulus of elasticity (see Equation 8). This is then provided to the FE solver that computes the

displacement vector u, and, for convenience, the un-scaled compliance associated with each element:

Je = {ue}T [K]0{ue} (10)

Here [K]0 is the stiffness matrix assuming an Young’s modulus of unity, and {ue} are the computed displace-

ment vectors corresponding to element e. This will be used in sensitivity calculations as explained in the next

section. The total compliance is given by:

J = ∑
e

Ē(Xe)Je (11)

3.6. Sensitivity Analysis

We now turn our attention to sensitivity analysis, a critical part of any optimization framework. NNs rely

on back-propagation [33] to analytically compute the sensitivity of loss functions with respect to the weights

and bias [4], [32]. This is possible since the activation functions are analytically defined, and the output can be

expressed as a composition of such functions.

Thus, in theory, once the network is defined, no additional work is needed to compute sensitivities; it can

be computed automatically (and analytically) via backpropogation! However, in the current scenario, the FE

implementation is outside of the NN (see Figure 6). Therefore, we need to compute some of the sensitivity

terms explicitly.

Note that the sensitivity of the loss function with respect to a particular design variable wj is given by:

∂L
∂wj

=
S

∑
i=0

∑
e

∂L
∂vi

e

∂vi
e

∂wj
(12)

The second term
∂vi

e
∂wj

can be computed analytically by the NN through backpropogation since the dependency

is entirely part of the NN. On the other hand, the first term involves both the NN and the FE black-box, and
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must therefore be explicitly provided. Note that:

∂L
∂vi

e
=

1
J0

∂

∂vi
e
(uTKu) +

2αρi Ae

m∗

( S
∑

s=0
ρs ∑

k
vs

k Ak

m∗
− 1
)

(13)

Further, recall call that [7]

∂

∂vi
e
(uTKu) = −{u}Te

∂Ke

∂vi
e
{u}e = −{u}Te

∂Ēe

∂vi
e
[K]0{u}e = −pEi(vi

e)
p−1 Je (14)

where Je is the element-wise un-scaled compliance defined earlier. Thus one can now compute the desired

sensitivity as follows:

∂L
∂wj

= − p
J0

[ S

∑
s=0

Es
(

∑
k
(vs

k)
p−1 Jk

∂vs
k

∂wj

)]
+

2α

m∗

( S
∑

s=0
ρs ∑

k
vs

k Ak

m∗
− 1
)[ S

∑
s=0

ρs
(

∑
k

Ak
∂vs

k
∂wj

)]
(15)

3.7. Algorithm

In this section, the proposed framework is described through Algorithm 1 described below:

1. We will assume that the NN has been constructed with a desired number of layers, nodes per layer

and activation functions. Here, we use ReLU6 activation functions. In this paper, the MM-TOuNN

framework is implemented in Python, and pyTorch [28] is used to construct the NN.

2. The domain is sampled at the center of each element; this serves as the input to the NN for optimization.

3. The penalty parameters for optimization α is initialized with α0 = 0.5. A continuation strategy is adopted

for the SIMP penalty parameter p [21], [31], [38], with p0 = 1.0.

4. The weights and bias of the network are initialized and seeded using Glorot normal initialization [14].

The learning rate for the Adam optimizer is set at the recommended value of 0.01 [20].

5. The main iteration starts here.

6. The element volume fractions vi
e are computed by the NN using the current set of weights w.

7. The volume fractions are then used to compute the effective modulus of elasticity for each element. These

are used in the construction of the element stiffness matrices.

8. The computed stiffness matrices, in conjunction with the applied boundary condition are used by the FE

solver to solve the structural problem, and to compute the un-scaled element compliances Je defined in

Equation 10.

9. Further, in the first iteration, a reference compliance J0 is also computed for scaling purposes.

10. Then the loss function is computed using Equation 6
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11. The sensitivities are computed using Equation 15.

12. Using these sensitivities the weights w are then updated using the built-in optimizer (Adam optimizer).

13. The penalty parameter α is updated as follows: ∆α = 0.15 with αmax = 100.

14. The SIMP penalty parameter p is updated as follows: ∆p = 0.01 with pmax = 4.

15. The process is then repeated until termination.

16. Two criteria must be satisfied for the algorithm to terminate. The first constraint is that the mass deviation

error εm (see Equation 7) must be less than a user prescribed value ε∗m. The second constraint is that the

fraction of gray elements εg (see Equation 16) must be less than a user prescribed value ε∗g; an element

is defined to be gray if any of its volume fractions vi
e lies in the range [0.2, 0.8]; the second constraint

ensures that the material/topology distribution has converged.

εg =

∣∣e|∃i, 0.2 ≤ vi
e ≤ 0.8

∣∣
Ne

(16)

17. Upon termination, the domain is sampled at a finer resolution to compute the topology with a sharp

boundary.

Algorithm 1 MM-TOuNN

1: procedure MM-TOUNN(NN, Ei, ρi, Ωh
0, m∗) . NN, material properties, discretized domain, mass

constraint
2: xe = {xe, ye}e∈Ωh

0
. center of elements in FE mesh

3: i = 0; α = α0; p = p0 . Penalty factor initialization
4: w ∼ Xavier normal . Initialization of NN weights
5: repeat
6: ve = NN(xe) ∀e . Call NN to compute v

7: Ē(xe) =
S
∑

i=0
(vi(xe))pEi ∀e . Effect modulus of elasticity

8: Je ← FEA(ve, Ωh
0) . Solve FEA

9: if i == 0 then J0 = ∑
e

Ē(xe)Je end if

10: Compute L(w) . Loss function
11: Compute ∇L . Sensitivity
12: w← w + ∆w(∇L) . Adam optimizer step
13: α← min(αmax, α + ∆α) . Increment α
14: p← min(pmax, p + ∆p) . Continuation
15: i← i + 1
16: until εg < ε∗g and εm ≤ ε∗m . Check for convergence
17: Xs = {Xs, Ys} ∈ Ωh

0; vs = NN(Xs) . Compute volume fractions fields at a fine resolution

4. Numerical Experiments

In this section, we conduct several experiments to illustrate the framework and algorithm. The default

parameters are as follows:

• All materials are assumed to exhibit a Poisson ratio of ν = 0.3; Young’s moduli and densities are specified

for each example.
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• A mesh size of 60× 30 is used for all experiments, unless otherwise stated; the force is assumed to be 1

unit.

• The neural network is composed of 5 hidden layers with 25 nodes (neurons) per layer unless otherwise

specified. This corresponds to 1774 design variables. In addition, each of the input and output neurons

are associated with two more design variables. Thus the total number of design variables correspond

approximately to the number of elements in the default 60× 30 mesh. The computed gradient clipping

were clipped at 0.2 [27].

• The termination criteria are as follows: ε∗g = 0.035; g∗m = 0.05; a maximum of 500 iterations is also

imposed.

• After termination, the density in each element is sampled on a 15× 15 grid to extract the topology.

• All experiments were conducted on a Intel i7 - 8700 CPU @ 3.2 Ghz with 32 GB of RAM.

Through the experiments, we investigate the following.

1. Validation: We validate the MM-TOuNN framework by comparing the obtained topology and compliance

with published results in [57] and [59], utilizing up to four materials.

2. Convergence Study: Typical convergence plots of the loss function, objective and mass constraint are re-

ported and explained.

3. Computational Cost: The cost to solve the optimization problem as a function of number of candidate

materials is studied. The cost division between the various components of the framework is summarized.

4. NN Dependency: Next, we vary the neural network size (depth and width), and study its impact on the

computed topology and resulting compliance, for a specific problem.

5. Mesh Dependency: Similarly, we vary the mesh size and study its impact on the topology and compliance.

6. Pareto Designs: Here we demonstrate how a series of multi-material Pareto-optimal designs can be ob-

tained by gradually reducing the desired mass.

7. Geometric Patterns: Here we demonstrate how geometric patterns (ex: symmetry and grid patterns) can

be imposed in the framework.

8. Post-Processing: As explained in the algorithm, once the optimization is complement, a high resolution

topology can be generated via a fine sampling of the volume fraction fields. We also illustrate how the

material interface can be extracted by computing the gradients using the NN.

4.1. Validation

For validation, we consider the published results in [57]. First we perform MMTO on a MBB structure in

Figure 7 with dimensions 60× 30; boundary conditions are as illustrated where F = 1. The materials available
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are tabulated in Table 1. Depending on the experiment, only a subset of these materials will be allowed. The

domain is initialized with the heaviest material, i.e., the initial mass is 1800 units; the desired mass is 900 units.

F

2L

L

Figure 7: MBB Structure

Material Color code E ρ
1 Black 2 1
2 Red 1 0.6
3 Blue 0.6 0.4
4 Pink 0.01 0.1

Table 1: Material properties for validation.

For various material choices (from the available set in in Table 1), the computed topologies along with the

compliance values (for MM-TOuNN and [57]) are summarized in Figure 8. We observe that the compliance

values are comparable, with MM-TOuNN yielding significantly better results in some cases, but the topologies

differ in every scenario. This merely reflects the fact that MMTO exhibits numerous local minima [16].

MM-TOuNN

Reference

J = 41.6

J = 40.1

J = 38.5 J = 38.9 J = 38.6J = 49.6 J = 50.5

J = 40.1 J = 53.3 J = 41.7J = 52.0 J = 53.5

[1,2,3,4] [1,3,4] [1,2,4] [1,4][2,3,4] [2,4]Materials

Figure 8: Validation - Comparing obtained topology and compliance with [57]

As a second validation experiment, consider the Michell structure in Figure 9 with dimensions 60× 30, and

boundary conditions as illustrated where F = 1. The materials available are tabulated in Table 2. Once again,

depending on the experiment, only a subset of these materials will be allowed. The initial mass is 1800 units,

and the desired mass is 720 units.

2F FF

2L

L

Figure 9: Michell structure.

Material Color code E ρ
1 Black 1 1
2 Red 0.6 0.7
3 Blue 0.2 0.4

Table 2: Material properties for validation.

For various material choices (from Table 2), the computed topologies along with the compliance values (for

MM-TOuNN, [57] and [59]) are summarized in Figure 10. We observe that MM-TOuNN consistently results in

better performing designs. Observe that although the material choice [1,2] is a subset of [1,2,3], two different

topologies are obtained; the underlying reasons are unclear.

4.2. Convergence

In this next example, we study the convergence of the proposed algorithm using the mid-cantilever beam

in Figure 11 with three materials in Table 3. Note that the loss function in Equation 6 is the sum of the relative
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[1,2,3] [1,2] [1,3] [1]

MM-TOuNN

Reference (A)

Materials

Reference (B)

J = 183.5

J = 189.9

J = 179.0J = 188.2 J = 173.4

J = 207.9

J = 188.6

J = 236.5J = 217.5 J = 212.3

J = 189.6 J = 188.7

Figure 10: Optimization of Michell beam; Reference (A) is [57] and Reference (B) is [59].

compliance and mass constraint; the convergence of these two quantities is illustrated in Figure 12.

F

2L

L

Figure 11: Mid-Cantilever Structure

Material Color code E ρ
1 Red 380 19250
2 Cyan 210 7800
3 Black 110 4390

Table 3: Material properties for convergence study.

4.3. Computational Cost

We now discuss typical computational costs in MM-TOuNN. The framework in Figure 6 can be separated

into the following components:

• Forward: Computing density values at the sampled points, a.k.a, forward propagation.

• FEA: Finite element analysis to compute displacements, compliance, etc.

• Weight-update: Computing the loss function, sensitivity and updating weights through back-propagation.

The objective of this experiment is to quantify the total computational cost, and individual costs for each of

these three components, with varying number of materials; all other parameters are at default values. Further,

it is well known that NN computations scale well on the GPU. Thus, in addition to reporting computational

cost on the CPU, we run the same experiments on a GPU (NVIDIA Quadro GP 100 with 3584 CUDA cores)

and report our observations.

The Michell problem in Figure 9 is used for the experiment; a total of 10 non void materials (and one void

material), with Ek = 2− 0.1k ; k = 1, 2, . . . 10 and ρk = 0.5Ek are assumed to be available. From this set, the

first K materials are chosen, and the desired mass fraction is 0.7. The computational time in seconds, and the

number of iteration for K ranging from 1 to 10 are reported in Table 4. The compliance is almost a constant,

i.e., adding additional materials does not improve the performance in this case. But more importantly, the

computational cost does not grow with the number of materials; there appears to be no correlation between
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Figure 12: Convergence plot: relative compliance and mass constraint, as a function of iteration count.

the two. Finally, the computational cost for the three components (forward propagation, FEA, and weight-

update), when averaged over all the experiments, account for 9%, 74%, and 17% respectively. In other words,

FEA dominates the computational effort as expected.

K 1 2 3 4 5 6 7 8 9 10
Compliance 58.1 58.1 59.1 59.5 59.9 59.3 58.9 59.5 58.9 59.5
#Iterations 156 136 146 116 139 135 113 87 86 79

CPU Time (secs) 11.68 10.8 13.3 10.0 13.3 14.9 11.8 7.6 8.1 7.33
GPU Time (secs) 8.93 8.12 10.12 7.56 10.31 10.65 9.01 5.65 6.25 5.49

Table 4: Computational cost as a function of number of materials. for the Michell beam problem.

4.4. Neural Net Dependency

Next we study the impact of the NN size (depth and height) on the tip loaded cantilever problem (see

Figure 13) with materials listed in Table 3. All parameters are kept constant while the NN size is varied;

the target mass fraction is 0.5. The results are illustrated in Figure 13 where, for example, a NN size of 4× 12

implies 4 hidden layers, each consisting of 12 fully connected neurons. Although there is a significant variation

in the material distribution and topologies as the NN size is varied, the compliance values remains almost a

constant.

4.5. Mesh Dependency

Analogous to the previous experiment, we now vary the mesh size, keeping all other parameters constant.

As an example, we consider the Michell structure in Figure 9 with candidate materials in Table 3; the desired

mass fraction is 0.5. Figure 14 illustrates the (raw) topologies for different mesh sizes. Once again, while the

material distribution depends on the underlying mesh, the compliance values are consistent.
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J = 0.16; iter = 145J = 0.15; iter = 203J = 0.16; iter = 172

J = 0.18; iter = 103 J = 0.17; iter = 112 J = 0.16; iter = 148

NN : 5 X 15 NN : 7 X 25 

NN : 8 X 30 NN : 9 X 35 NN : 10 X 50 

NN : 4 X 12

FTip-loaded Cantilever

Figure 13: Optimized topologies for the tip-loaded cantilever beam, for varying neural net size.

Mesh Size

FE Resolution

J = 0.32; iter = 140 J = 0.31; iter = 135 J = 0.35; iter = 111 J = 0.34; iter = 174

24 X 12 40 X 20 60 X 30 100 X 50

Figure 14: Optimized topologies for the Michell structure 9, for varying mesh size.

4.6. Weight Initialization vs. Recycling

Next we investigate if it is advantageous to recycle the NN weights while generating a series of Pareto-

optimal designs [25]. As an example, we consider the mid-cantilever problem posed earlier in Figure 11 with

material properties listed in Table 3. The domain is initialized with the heaviest (strongest) material and the NN

weights are set via Global normal initialization [14]. Then the design is optimized for a desired mass fraction

of 0.9; see Figure 15. From here on, we consider two different strategies: (A) In the first strategy, the weights

from the previous optimization study are retained, i.e., recycled, and the next Pareto-optimal design for mass

fraction of 0.8 is computed. (B) In the second strategy, the NN are reset via Global normal initialization (i.e.,

not recycled) and the Pareto curve is traced. The resulting set of designs for the two strategies are illustrated

in Figure 15. We observe that the designs obtained without recycling perform sightly better than designs with

recycling. Further, there was no computational advantage in recycling the weights, i.e., it is not advantageous

to recycle the weights.

4.7. Imposing Constraints

Constraints such as symmetry are often imposed in TO via projection methods [46]. Similarly, in the pro-

posed framework, we introduce input and output projection operators as illustrated in Figure 16.

For example, to enforce symmetry about, say, the x axis passing through (x0, y0), the input y coordinate is
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𝑚𝑓
∗ = 0.2 𝑚𝑓

∗ = 0.3 𝑚𝑓
∗ = 0.5 𝑚𝑓

∗ = 0.7 𝑚𝑓
∗ = 0.9

Figure 15: Pareto-optimal designs generated by gradually decreasing the desired mass fraction.
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Figure 16: Constraints are imposed using input and/or output projections.

transformed via an input projection as follows:

y← y0 + |y− y0| (17)

As an example, Figure 17 illustrates imposing different types of symmetry for a tip-loaded cantilever beam,

with material properties listed in Table 3. As expected, imposition of symmetry leads to a decrease in perfor-

mance.

Next, we consider a constraint where a certain material is prescribed within a region ΩN . To facilitate

backward propagation, i.e., sensitivity analysis, we treat this as an output projection via:

v(i)(X) =


v(i)(X) +

∣∣1− v(i)(X)
∣∣ i = M

v(i)(X)−
∣∣v(i)(X)− ε

∣∣ i 6= M
, X ∈ Ω (18)

As an example, Figure 18a illustrates the Michell beam problem with material-3 is prescribed in an annular

region as shown (with material properties listed in Table 3). Symmetry with respect to y axis is also prescribed.

The computed topology is illustrated in Figure 18b. Imposing this constraint results in a 14% increase in
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No Symmetry Symmetry X

Symmetry XY Symmetry Y

J = 29.04; iter = 111 J = 33.36; iter = 217

J = 48.29; iter = 239 J = 36.41; iter = 100

Figure 17: Imposing symmetry on a tip loaded cantilever beam for m∗f = 0.4

compliance, compared to the design without this constraint in Figure ??.

F

L

2L

Figure 18: Symmetry about Y-axis (input projection) along with a fixed annular region (output projection).

4.8. Post-Processing

As mentioned earlier, once the optimization is completed, due to the global representation of the activation

functions, one can extract a high resolution boundary at no additional cost. Specifically, the optimized weights,

i.e., w∗, are used to sample the volume fraction fields at a high resolution as illustrated in Figure 19.

Finally, the gradient of the underlying fields can be easily and accurately computed in NN through back-

propagation. Figure 20 illustrates an optimized Michell structure and the gradients of the three material fields.

The non-zero values of these gradients correspond to the interface-boundary.

5. Conclusion

The main contribution of this paper is a novel neural-network based multi-material topology optimiza-

tion method. The method was validated by comparing it against published research. Some of the merits of

the proposed method, including crisp material interfaces and reduced number of design variables, were also

demonstrated. However, only a simple volume-constrained compliance minimization was considered in this

paper; extensions to handle other objectives with multiple constraints are currently being explored; see [19],

[23].
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Figure 19: High resolution boundary is extracted by first optimizing, and then using the optimized weights to sample the density at a
high resolution.

J = 0.61

Figure 20: High resolution boundary and boundary gradient for Michell structure

Checkerboard patterns commonly occur in SIMP based topology optimization [11], [? ], and restriction

methods such as filtering, perimeter control, etc. are often used in this context [38]. However, in the current

formulation, no checkerboard patterns were observed in any of the experiments. A possible reason is the use

of global activation functions, but further investigation is needed.

One of the drawbacks in the framework is its tendency to converge to a local optima when a large number

of candidate materials are used; this was observed, for example, in Figure 10. Continuation strategies can

perhaps alleviate this problem. Insightful understanding of the effect of simulation parameters like mesh size,

NN size, activation functions are desirable in making the presented formulation more accessible.

6. Replication of results

The Python code used in generating the examples in this paper is available at www.ersl.wisc.edu/software/MM-

TOuNN.zip.
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