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a b s t r a c t

Beams are high aspect ratio structural members that are used extensively in civil, automotive, aerospace,
and MEMS applications. In all such applications, one must typically analyze and optimize the beams
through computer simulations. Standard 3D finite element analysis (FEA) of beams can be used in such
simulations; it is however prone to errors, and is computationally expensive for thin structures. Therefore,
a common strategy is to carry out a dimensionally reduced 1D beam analysis. Unfortunately, 1D beam
analysis is hard to automate and integrate with 3D CAD.
In this paper, we propose an alternate ‘‘algebraic reduction’’ method that combines the generality of

3D FEA, and the computational efficiency of 1D beam analysis. This is achieved via a dual-representation
framework where the geometry of the beam is captured via a 3D finite element mesh, while the physics
is captured via a 1D beam model. The proposed method is formally established, and supported through
numerical experiments.

© 2010 Elsevier Ltd. All rights reserved.
1. Introduction

Beams1 are high aspect ratio structural members. Due to
their high strength-to-weight ratio they are used extensively, for
example, in civil structures, automotive body panels, aerospace
structures, and MEMS applications. Fig. 1, for example, shows
a high aspect ratio micro-cantilever beam used as an MEMS
vibration sensor [1].
In theory, it is possible to analyze beams via standard 3D finite

element analysis [2]. However, the recommended strategy is 1D
beam analysis [3] for reasons discussed below (other less-common
methods are also reviewed later in this section).
Standard 3D finite element analysis (FEA) (see Fig. 2) has

reached a high degree of reliability over the past few decades,
making it the de facto analysis method today.
However, high aspect ratio beams pose unique challenges to

3D FEA. Specifically, consider the beam problem in Fig. 3(a). If one
uses a coarse finite element mesh (element size � thickness) as
in Fig. 3(b), the presence of poor quality elements leads to Poisson
and shear locking [4].
On the other hand, if a high quality mesh (element size ∼

thickness) is used, the computational cost grows rapidly with the
aspect ratio as illustrated in Fig. 4 (aspect ratio is the overall length
divided by the thickness of the hollow beam).

∗ Corresponding author. Tel.: +1 608 262 3594; fax: +1 608 265 2316.
E-mail address: suresh@engr.wisc.edu (K. Suresh).

1 In this paper the word ‘‘beam’’ is used in two contexts: ‘‘beam’’ without any
prefix implies the actual 3D geometric model, whereas ‘‘1D beam’’ implies 1D (line)
idealization of the 3D geometry.
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Thus, despite the generality and ease of 3D FEA, it is rarely used
today to analyze high aspect ratio structures.
Indeed, the recommended strategy for thin beam-like geome-

tries is 1D beam analysis [5]. This method entails explicitly com-
puting the 1D beam axis and extracting the cross-sectional prop-
erties (see Fig. 5); 1D beam analysis does not suffer from locking
and ill-conditioning problems, and is highly efficient.
However, 1D beam analysis poses numerous automation chal-

lenges. Specifically, as the beam becomes increasingly complex,
computing the 1D beam geometry from a 3D CAD model can be
cumbersome [6,7]. Further, coupling the 1D geometry to 3D struc-
tural elements is non-trivial (see Fig. 5). Finally, post-processing
and visualizing the 1D analysis results within the 3D environment
defeats the very purpose of 3D modeling.
Besides 3D FEA and 1D analysis, other methods have been

proposed for analyzing thin structures [8]. A popular method
is based on the concept of solid-shell elements that use an
anisotropic space for the finite element basis functions, i.e.,
relatively low order shape functions are used across the thickness
to overcome ill-conditioning, etc. However, solid-shell methods
entail a priori orientation of the finite element mesh [9], which can
pose difficulties for standard finite element mesh generators.
Reduced integration techniques have also been proposed by

several researchers to suppress the deficiencies of standard
FEA [10,11]; however, under-integration causes generation of
hourglass modes and needs stabilization. Yet another technique
is to use hybrid or mixed variational principles for stresses
and displacements [12]. Hybrid elements can be computationally
expensive since construction of the element stiffness entails
inverting a sizeable matrix [12].
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Fig. 1. A high aspect ratio micro-cantilever [1].

Fig. 2. Standard 3D finite element process.

The authors in [13] developed a CAD-integrated subdivision
technique for the analysis of shells and plates. However, this
technique assumes that the lower-dimensional manifold (the
mid-surface) has already been computed from a 3D CAD model.
Finally, medial axismethods have been proposed for an automated
analysis of thin structures [7,14,15], but medial axis computation
is known to be expensive and difficult [16–19].
Given these limitations, we propose here an algebraic reduction

method (as opposed to explicit reduction methods) which over-
comes the challenges through an algebraic manipulation rather
than geometric manipulation. This provides a dual-representation
structural analysis method in that it offers the geometric flexibil-
ity and generality of 3D FEA and the computational efficiency and
accuracy of 1D beam analysis. In the proposed method, the geom-
etry of the structure is captured via an arbitrary 3D finite element
mesh, but the physics is captured via classic beam theory. Conse-
quently, we show that analysis can be carried out efficiently and
accurately within a standard 3D CAD environment.
To motivate the proposed method, we briefly summarize 3D

FEA in Section 2.1 and review its limitations. In Section 2.2 we
review how 1D beam analysis overcomes these limitations. In
Section 2.3 we show how 3D FEA can be suitably modified to
mimic 1D analysis; this will lead us to the basic algebraic reduction
framework which is generalized in Section 2.4. The framework
is then extended in Section 3 to address a variety of scenarios.
Numerical examples and a case study are considered in Section 4,
followed by conclusions and future work in Section 5.

2. The algebraic reduction strategy

For illustrative purposes, in this section, we shall consider
a simple cantilever of width 4H , height 2H , and length L, as
illustrated in Fig. 6; it is assumed that L� H . The Young’smodulus
of the beam is denoted by E and Poisson ratio by ν. The beam is
loaded by a shear force at x = L, and the objective is to determine
the deflection and stress characteristics of the beam accurately and
efficiently.

2.1. The 3D finite element analysis

Despite the simplicity of the problem, its 3D FEA is not easy.
Recall that in 3D FEA the geometry is first discretized into a 3D
finite elementmesh. For simplicitywe shall use a single high aspect
ratio 27-noded hexahedral element (see Fig. 7) endowed with 2nd
order Lagrangian shape functions N(ξ , η, χ) [2]:

N(ξ , η, χ) = l2(ξ)� l2(η)� l2(χ) (2.1)

where l2(.) is 1D 2nd order Lagrangian shape function:

l2(ξ) =
[
ξ(ξ − 1)/2 −(ξ + 1)(ξ − 1) (ξ + 1)ξ/2

]
(2.2)

and � is defined as the operation needed to construct 3D FEA
shape functions from 1D shape functions. The displacements are
therefore approximated via:

u = N(ξ , η, χ)ū;
v = N(ξ , η, χ)v̄;
w = N(ξ , η, χ)w̄

(2.3)

where u, v & w are displacements along x, y & z directions
respectively, and ū, v̄ & w̄ are FEA nodal displacements.
To determine the unknowndisplacements the structural energy

minimization principle is exploited [2]:

Minimize
[
1
2

∫
Ω

σijεijdΩ −
∫
ΓN

w(L, y, z)q0dΓ
]

(2.4)

where summation over repeated indices is implied. In above
equation the strains are determined from the displacements via
standard kinematic relations and the stresses are determined via
the generalized Hooke’s law [2].
Upon exploiting these well established results Eq. (2.4) leads to

a linear algebraic system of equations [2]:

K 3Dd3D = q3D

d3D|x=0 = 0
(2.5)

where K 3D is the 3D FEA stiffness matrix. Unfortunately, it is well
known that:

• The problem in Eq. (2.5) is ill-conditioned as H/L → 0 since
3D FEA fails to incorporate physically observed constraints, as
explained in the next section.
• In addition, the minimization principle in Eq. (2.4) involves
spurious energy modes (example: σzzεzz) that dominate over
the desired bending energy mode (σxxεxx) as the thickness goes
to zero [4].

For these reasons, a direct 3D analysis of thin structural
geometries is impractical. For 3D FEA to be effective, a large
number (∼O(L/H)) of high quality elements must be created,
making it computationally inefficient, as discussed earlier.
(a) A 3D beam problem. (b) A coarse mesh. (c) A fine mesh.

Fig. 3. Finite element analysis of a 3D beam.
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Fig. 4. 3D FEA cpu-time vs. aspect ratio of a beam, for a high quality mesh.

Fig. 5. 1D beam analysis is hard to automate.

Fig. 6. An illustrative cantilever beam.

Fig. 7. A 27-noded hexahedral element.

2.2. A 1D beam analysis

In contrast to 3D FEA, a 1D Euler–Bernoulli beam analysis
directly addresses the above two limitations. First, the ill-
conditioning is addressed by assuming a priori that the displace-
ments during bending are tightly coupled via a 1D function w0(x)
as follows [20] (assuming plane-stress in x–z plane):

u(x, y, z) = −z
∂w0(x)
∂x

w(x, y, z) = w0(x).
(2.6)

Further,w0(x) is typically approximated via Hermite cubic polyno-
mial H(t); 0 ≤ t ≤ 1 [21]:

H =
{
1− 3t2 + 2t3 L(t − 2t2 + t3) 3t2 − 2t3 L(−t2 + t3)

}
(2.7)

as follows:

w0(x) = H(t)d1D; with x = Lt

d1D =
{
w1 θ1 w2 θ2

}T
.

(2.8)
Finally, to avoid locking, only the bending energy is considered, and
the minimization principle is reduced to [20]:

Minimize
[
1
2

∫
Ω

σxxεxxdΩ −
∫
ΓN

w(L, y, z)q0dΓ
]

(2.9)

where the strain and stress are defined as εxx = u,x and σxx = Eεxx
respectively; resulting in a linear system of equations:

K 1Dd1D = q1D

w1 = 0; θ1 = 0.
(2.10)

Eq. (2.10) is now well conditioned and free of locking. However,
as stated earlier, 1D beam analysis poses serious automation chal-
lenges within a 3D CAD environment. For example, observe that
one must explicitly create a 1D beam element endowed with ap-
propriate cross-sectional properties (area, area moment of inertia,
principle axes, etc.) over which a 1D functionmust be defined. This
requires significant manual intervention for geometrically com-
plex beams.

2.3. Algebraic reduction strategy

Our objective now is to retain the ‘best of both worlds’, i.e.,
we would like to retain the geometric flexibility of 3D FEA
(specifically the ease with which it is integrated into 3D CAD) and
the computational efficiency and accuracy of 1Dbeamanalysis. The
proposed strategy uses a 3D finite element mesh to discretize the
geometry, but incorporates the 1D beam physics as follows:

1. First, instead of constructing the 3D stiffness matrix via
Eq. (2.4), we construct a 3D bending stiffness matrix via
Eq. (2.9) to prevent locking in 3D FEA; the methodology is
discussed below in Section 2.3.1.

2. Next, to ensure well conditioning of the 3D bending stiffness
matrix, the 3D finite element degrees of freedom are projected
onto a lower-dimensional space spanned by a virtual set
of Euler–Bernoulli degrees of freedom; the methodology is
discussed in Section 2.3.2.

The resulting algebraic equation is shown to be well conditioned
and free of locking. Indeed, if certain conditions are satisfied (to be
discussed later on), the resulting stiffness matrix and force vector
will be exactly equal to the Euler–Bernoulli stiffness matrix and
force vector, albeit derived via 3D mesh.

2.3.1. 3D bending stiffness matrix
Recall that the stiffness matrix K 3D in Eq. (2.5) is based on

the energy principle in Eq. (2.4), and therefore contains spurious
energymodes. Our objective is to construct a stiffness matrix K 3D:B
that contains only the bending energy. We therefore start with the
minimization principle in Eq. (2.9) but apply it to the stresses and
strains in the 3D mesh.
Note that the relevant strain and stress components in Eq. (2.9)

are εxx and σxx. In 3D FEA the displacements are given by Eq. (2.3);
therefore, the desired strain εxx is:

εxx = N,xū. (2.11)

To ensure consistency with the Euler–Bernoulli constitutive
equation, the stress σxx is assumed to satisfy:

σxx = Eεxx (2.12)

resulting in the potential energy:

Π =

[
E
2

∫
Ω

ūTNT,xN,xūdΩ −
∫
ΓN

w̄TNTq0dΓ
]
. (2.13)
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Thus, the bending energy within the 3D mesh of Fig. 7 is
encapsulated in the 3D bending stiffness matrix:

K 3D:B ≡ E
∫
Ω

NT,xN,xdΩ (2.14)

i.e.,:

Π =

[
1
2
ūTK 3D:Bū− w̄Tq3D:B

]
. (2.15)

2.3.2. Beam subspace reduction
Observe that Eq. (2.15) involves the 3D degrees of freedom ū &

w̄. Beforeminimizing Eq. (2.15) kinematic constraints are imposed
on these degrees of freedom via Eq. (2.6). In a direct analogy to
the 1D beam degrees of freedom d1D in Eq. (2.8), we introduce
virtual degrees of freedom dAR that constrain the 3D FEA nodal
displacements ū & w̄ as follows: for every node (xi, yi, zi) in the
3D region, we require:

ti = xi/L

ūi = −ziH,x(ti)dAR; i = 1, . . . , 27

w̄i = H(ti)dAR; i = 1, . . . , 27

(2.16)

where H(t) is the Hermite polynomial in Eq. (2.7). In other words,
for a 27-noded hexahedral element twomatrices of size 27×4 are
constructed:

Pu(i, 1 : 4) ≡ −ziH,x(ti); i = 1, . . . , 27
Pw(i, 1 : 4) ≡ H(ti); i = 1, . . . , 27

(2.17)

with:

ū = PudAR

w̄ = PwdAR.
(2.18)

Substituting Eq. (2.18) in Eq. (2.15) yields:

Π =

[
1
2

(
dAR
)T
PTu K

3D:BPudAR −
(
dAR
)T
PTwq

3D:B
]

(2.19)

whose minimization (with respect to dAR) results in the linear
system of equation:

KARdAR = qAR (2.20)

where KAR and qAR are the Algebraic reduction stiffness matrix and
forcing vector defined by:

KAR = PTu K
3D:BPu

qAR = PTwq
3D:B.

(2.21)

For the quadratic hexahedral element in Fig. 7, one can easily
compute KAR symbolically (of course, in practice, one would use
numerical integration) to show that:

KAR =
EI
L3


12 6L −12 6L

4L2 −6L 2L2

Sym 12 −6L
4L2

 (2.22)

where I is the y-moment of inertia for the beam in Fig. 6. It can
be readily verified that KAR is exactly equal to the Euler–Bernoulli
stiffness matrix K 1D for the above problem [3]. The underlying
reason is that the basis functions of a 2ndorder hexahedral element
span the following shape functions:[
1 x z zx x2 zx2

]
. (2.23)
Fig. 8. Algebraic reduction supports 3D post-processing.

Fig. 9. Local x axis is aligned with the beam direction.

One can show that the above shape functions are sufficient for
capturing the strain energy of the 1D Euler–Bernoulli beammodel.
Indeed, numerical experiments later show that any finite element
space that captures the above shape functions will result in the
exact Euler–Bernoulli stiffness matrix. Furthermore, in the above
scenario, one can show that the force vector qAR in Eq. (2.21) also
matches the Euler–Bernoulli force vector q1D. In otherwords, given
identical boundary conditions, it follows that dAR = d1D; i.e., we
have mimicked the results of the Euler–Bernoulli model within a
full 3D FEA environment using a virtual beam element.
Observe that once the virtual degrees of freedom dAR are

obtained from Eq. (2.20), the 3D finite element degrees of freedom
are easily computed via Eq. (2.18), which are then directly fed into
the 3D finite element post-processing module. One can recover,
for example, stresses at any cross section directly via the 3D post-
processing unit. A typical cross-sectional plot of the von Mises
stress is displayed in Fig. 8.

2.4. Generalized algebraic reduction strategy

In the previous section it was shown how to mimic the results
of the Euler–Bernoulli model within a full 3D CAD environment
using a virtual beam element. The kinematic constraints used in 1D
beam analysis (and hence in the proposed method), i.e., Eq. (2.6),
are based on three implicit assumptions (see Fig. 7), namely:

1. The longitudinal direction of the beam is a priori known.
2. The coordinate system is already located on the mid-surface
(neutral axis) of the beam.

3. The coordinate system is already alignedwith the principle axes
of the beam cross section.

These assumptions pose serious limitations on automating the
reduction process as discussed before. In this section it is shown
that the last two assumptions are easily relaxed in the algebraic
reduction framework. However beam longitudinal direction is still
required to be known a priori; this limitation is currently being
addressed.
Since the beam longitudinal direction is known, we align the

local x axiswith this direction; however y& z axes can be arbitrarily
oriented with respect to the beam cross section. Further, the origin
can be located at any arbitrary point as shown in Fig. 9.
In Section 2.3 we considered bending about only one axis (y

axis). However due to linearity of the problem, one can easily
append 4 more virtual degrees of freedom to dAR in Eq. (2.18)
in order to capture the bending about the other axis (z axis
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Fig. 10. An illustrative cantilever.

here). Moreover, since the location of neutral axis is not known
a priori, we introduce new degrees of freedom corresponding
to axial deformation. According to these two modifications, the
Euler–Bernoulli model in Eq. (2.6) is modified as follows:

u(x, y, z) = u0(x)− z
∂w0(x)
∂x

− y
∂v0(x)
∂x

v(x, y, z) = v0(x)
w(x, y, z) = w0(x).

(2.24)

The above equations now include an unknown axial displacement
u0(x) to account for the offset of the coordinate system. As before,
it is assumed that a cubic Hermite polynomial H(t); 0 ≤ t ≤
1 approximates w0(x) and v0(x), while a 2nd order Lagrangian
polynomial l2(ξ);−1 ≤ ξ ≤ 1 approximates u0(x). Thus, algebraic
reduction degrees of freedom for a single virtual beamelement are:

dDR = [ v1 θ
y
1 v2 θ

y
2 w1 θ z1 w2 θ z2 u1 u2 u3 ]T

(2.25)

where θ yi and θ
z
i are rotations about z and y axes respectively

and vi and wi are displacements along y and z axes respectively.
Carrying out beam subspace reduction (Section 2.3.2) using
Eq. (2.24) instead of (2.6) allows y and z coordinates in Eq. (2.24) to
be measured from any coordinate system such as the one shown
in Fig. 9. In fact, observe that the y & z components of the algebraic
reduction stiffness matrix are now coupled, accommodating the
skew bending situation. Further, since the degrees of freedom
associated with Eq. (2.24) are virtual, one still needs to project
them to 3D (using the already built projection matrices) for post-
processing purposes. The derivation is omitted here since it is
identical to the derivation in Section 2.3with the above-mentioned
modifications.

3. The algebraic reduction method

Consider now the cantilever in Fig. 10 that captures some of the
geometric complexities of the one in Fig. 1. The objective of this
section is to extend the algebraic reduction approach to address
such cantilevers.
Observe that the cantilever in Fig. 10 poses significant

challenges compared to the simple rectangular beam treated in the
previous section. Specifically:

1. To capture the geometry, numerous (tetrahedral and/or hexahe-
dral) finite elements are needed. Thus, how does one define and
compute the 3D bending stiffness matrix K 3D:B and the associated
forcing vector?

2. Next, to capture the physics, numerous (virtual) beam elements
may be needed across the length of the beam. Thus, how does
one reduce the 3D bending stiffness matrix to an appropriate
algebraic reduction matrix KAR?

3. Finally, observe that a portion of the cantilever (including the
fillet) must be treated as a 3D structural element, i.e., the
physics cannot be reduced to a 1D beam. Thus, how does one
couple 3D FEA with the algebraic reduction scheme?
Fig. 11. Thick and thin regions within the cantilever.

Fig. 12. The virtual beam space.

These questions are addressed below in sequence.

3.1. Computing the 3D bending stiffness matrix

Fig. 11 illustrates a typical finite element tetrahedral mesh of
the cantilever. Observe that the elements in the thin region are of
poor quality; hence a direct 3D FEA is bound to fail. Therefore, we
construct below a 3D bending stiffness matrix for the poor quality
elements located to the right of the fillet, i.e., for all elements that
lie in the region defined by x ≥ x0.
Recall the definition of the 3D bending stiffness matrix for a

single 3D element in Eq. (2.14). Sincewe nowhavemany elements,
this definition is generalized to:

K 3D:B ≡
∑
e(x≥x0)

(
Ee
∫
Ωe
NT,xN,xdΩ

)
(3.1)

where
∑
stands for standard FEA assembly process. Inhomoge-

neous material properties can be handled with ease in this phase.
The size of K 3D:B is (N,N), where N is the number of nodes in the
high aspect ratio region, including thenodes at the interface x = x0.
For the 3D structural block (0 ≤ x ≤ x0), we assemble the

standard 3D finite element matrix [2]:

K 3D ≡
∑
e(x≤x0)

(∫
Ωe
BTDBdΩ

)
. (3.2)

The size of K 3D is (3M, 3M), whereM is the number of nodes in the
‘solid’ region, again including the interface. Similarly, we assemble
the two forcing vectors q3D:B and q3D.

3.2. Beam subspace reduction

Unlike the reduction in Eq. (2.17), where a single (virtual)
beam elementwas used,multiple (virtual) beam elements are now
essential to capture the physics (due to tapering). In other words,
the high aspect ratio region x0 ≤ x ≤ L is broken into distinct
segments:

x0 = X1 < X2 < X3 < · · · < XK = L.

For example, Fig. 12 illustrates the case when K = 5.
For simplicity, it is also assumed that the global coordinate

system is aligned with principle axes of the cross section
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(see Fig. 11), therefore v0(x) can be ignored in Eq. (2.24) and thus,
algebraic reduction degrees of freedom are:

dAR =
[
w1 θ z1 · · · wK θ zK u1 u2 u3 · · · u2K−1

]T
(3.3)

and the total number of virtual degrees of freedom is:∣∣dAR∣∣ = 4K − 1. (3.4)

The projection matrices P3D:Bu and P3D:Bw which project the poor
quality region to beam subspace are of size (N, 4K − 1) and are
computed as follows. Given the x coordinate of the ith 3D node in
the high aspect ratio region, we first determine the virtual beam
element k that the node lies within, i.e., find k such that:

Xk < xi ≤ Xk+1. (3.5)

We then compute the corresponding non-dimensional spatial
parameter:

ti =
xi − Xk

(Xk+1 − Xk)
. (3.6)

Finally, the non-zero entries in the projection matrices are
computed by:

P3D:Bu (i, 2k− 1 : 2k+ 2) = −ziH,x(ti)

P3D:Bu (i, 2K + 2k− 1 : 2K + 2k+ 1) = l2(ti)
(3.7)

and

P3D:Bw (i, 2k− 1 : 2k+ 2) = H(ti). (3.8)

These matrices essentially impose the constraints in Eq. (2.24).
Moreover, we define an identity projection matrix for the nodes
in the 3D structural block region (0 ≤ x < x0):

P3D = I. (3.9)

Nodes at the interface x = x0 are excluded in Eq. (3.9), thereby I
in the above equation is a (3M − 3MI , 3M − 3MI) identity matrix
whereM is defined previously andMI is the number of nodes at the
interface. The usefulness of thismatrixwill be clear in the following
section.

3.3. Assembly and solution

In Sections 3.1 and 3.2 we computed an appropriate stiffness
matrix, a force vector and a corresponding projection matrix for
each of the thin and thick regions of the cantilever. These are
assembled now via standard FEA assembly process:

K =
∑

(K 3D, K 3D:B)

q =
∑

(q3D, q3D:B)

P =
∑

(P3D, P3D:B)

(3.10)

which are then reduced via:

KAR = PTKP

qAR = PTq.
(3.11)

Eq. (3.11) automatically couples the thin and thick regions due to
exclusion of interface nodes in P3D in Eq. (3.9). After enforcing the
essential boundary conditions at x = 0, the algebraic equations
resulting from Eq. (3.11) will be well conditioned and free of
locking. Once this system of equations is solved, the 3D degrees
of freedom for the entire mesh can be post-processed as stated
earlier. This method of coupling reduced and unreduced regions
guarantees the continuity of displacement field but not strain
(stress) field. For higher compatibility the multipoint coupling
technique introduced in [7] can be used.
Fig. 13. Tip deflection error for 2nd and 3rd order tetrahedral mesh for the
cantilever beam in Fig. 6.

4. Numerical experiments and case study

In the numerical experiments and case study belowwe assume
that E = 2e11, υ = 0.33 and q0 = 1 unless otherwise stated.

4.1. Numerical experiment 1

Recall from Section 2 that, for the problem posed in Fig. 6, the
algebraic reduction method yields the exact Euler–Bernoulli (EB)
matrix when a single 2nd order hexahedral element is used to
capture the geometry. Here we show that tetrahedral elements
can also be used in the algebraic reduction method (tetrahedral
elements are often preferred for complex geometries).
In particular, the beam in Fig. 6 is meshedwith (a) six 2nd order

(Lagrangian) tetrahedrons and (b) six 3rd order tetrahedrons (this
amounts to one tetrahedral element across the length of the beam).
In both cases, a single virtual beam element will be used in the
algebraic reduction scheme.
In case (a), the finite element space does not span the required

space defined in Eq. (2.23), and therefore the solution will differ
from the classic EB solution. On the other hand, for case (b) one can
show that the FEA space spans Eq. (2.23), and therefore the solution
will be identical to that of the classic EBmodel. This is confirmed in
Fig. 13 where the relative error in tip deflection between algebraic
reduction method and 1D Euler–Bernoulli beam model is plotted.
As this figure illustrates, relative error of 3rd order elements is on
the order of machine precision, while that of 2nd order elements is
approximately 7% (but independent of aspect ratio). Increasing the
number of tetrahedral elements for case (a) will reduce the error
significantly, as demonstrated in the next experiment.

4.2. Numerical experiment 2

The second experiment further highlights the subtle interplay
between the finite element space and the virtual beam element
subspace.
Itwas shown in the last experiment that 2nd order tetrahedrons

do not span the space defined in Eq. (2.23), thereby resulting in a
7% error. In this experiment, we show the effect of h-refinement
of 2nd order Lagrangian tetrahedrons. The problem is identical to
experiment 1 except that we fix the aspect ratio to L/H = 1000
and study the relative error in tip deflection as the 3D mesh gets
refined (with 1 virtual beam element).
Fig. 14 illustrates the results; as the number of 2nd order

tetrahedrons increases, the underlying finite element space better
approximates the required space in Eq. (2.23). Note that since the
size of the final algebraic reduction stiffness matrix (that needs to
be ‘inverted’) is governed by the number of virtual beam elements,
the computational cost only increases weakly with increasing 3D
mesh size.
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Fig. 14. h-refinement of the FEA mesh.
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Fig. 15. h-refinement of virtual beam elements.

4.3. Numerical experiment 3

The last two examples involved a single virtual beam element.
In this example the cantilever beam in Fig. 6 (L/H = 1000) is
subject to a sinusoidal load at the top surface, i.e., sin (4πx/L) (and
tip load q0 = 0). As it is expected, in order to capture the sinusoidal
loading, multiple virtual beam elements are required. Also we use
2nd order tetrahedrons to mesh the structure. For a fixed 3Dmesh
(2nd order tetrahedrons), as the number of virtual beam elements
increases, the FEA spacewithin each virtual beam element shrinks.
This, as shown in the last experiment, causes inaccuracy. Therefore,
the number of 3D finite elementsmust proportionately increase. In
otherwords, as the number of virtual beam elements increases, we
refine the 3D mesh such that each virtual beam element spans at
least 2 tetrahedrons in the longitudinal direction. Although the 3D
mesh gets refined, it is still of poor quality and suffers from Poisson
and shear locking/ ill-conditioning (by conventional measures).
The normal stress in the x direction on the top surface at

x = 0.4L is computed as a function of number of virtual beam
elements and compared against the analytical solution obtained
via stress–moment relationship.
For the sake of comparison, in each case we also compute the

stress using explicit 1D beam FEA (real beam elements) with the
same number of virtual beam elements used above. The relative
errors of bothmethods are computed against analytical solution as
illustrated in Fig. 15. As it can be observed, h-refinement of virtual
beam elements successfully improves the accuracy, as does the h-
refinement of classic (real) 1D beam elements. The accuracy is not
monotonic in either case, as finite element theory only guarantees
that the error will drop monotonically for small mesh size. Neither
one is better than the other for the entire range; but in the limit,
we expect the two methods to converge identically.

4.4. Numerical experiment 4

In the fourth example we show the ability of the method to
handle beams with varying cross section such as the one in Fig. 16.
Fig. 16. A beam with non-uniform cross section.

Table 1
Relative error in the tip deflection.

Percentage of
relative error

1 virtual
element (%)

2 virtual
elements (%)

3 virtual elements (%)

4.7 2.8 1.5

Fig. 17. Varying cross section micro-cantilever.

The cross section of the beam is defined via a 2nd degree Bezier
curve with the control points specified in Fig. 16.
The beam ismeshedwith 2ndorder tetrahedral elements, and is

then reduced to 1, 2 and 3 virtual beam elements of equal lengths.
Here again a tetrahedral mesh is created such that every virtual
beam element contains 2 tetrahedral elements across the length.
The relative error in tip deflection for each case is compared in
Table 1 against a reference solution obtained via 3D FEAwith a fine
mesh involving 5002ndorder tetrahedral elements. As canbe seen,
h-refinement of virtual beam elements successfully improves the
accuracy when the underlying geometry is complex.

4.5. Case study

In the case study below, we solve the problem shown in Fig. 10
with geometric specifications shown in Fig. 17. Such cantilevers are
used as vibration sensorswhen fabricated asMEMSdevices [1]. The
micro-cantilever is fixed at the left end and a tip load of 12.056µN
is applied at the right end. A typical 3D 2nd order tetrahedral mesh
is shown in Fig. 11.
We shall computeσx on the top surface at x = 425. An analytical

solution is easily obtained via a moment–stress relation. The high
aspect ratio region 50 ≤ x ≤ 985.30 is reduced to 1, 2, 3 and
4 virtual beam elements of equal length and compared against
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Fig. 18. Bending-stress of micro-cantilever.

Table 2
Error in the normal stress on top surface at x = 425.

Percentage
of relative
error

1 virtual
element (%)

2 virtual
elements (%)

3 virtual
elements (%)

4 virtual
elements (%)

12.4 6.5 5.1 0.63

analytical σx. Table 2 shows this comparison. As can be seen from
this table, the method is able to predict the quantity of interest
with high accuracy despite the fact that the 3D mesh is coarse and
quadratic tetrahedral elements are used. As a post-processing step,
Fig. 18 illustrates the normal stress computed using 4 virtual beam
elements.

5. Conclusion

In this paper we proposed an algebraic reduction method
for analyzing beams. This method provides a dual-representation
framework which builds upon, and combines the advantages
of two well established methods, namely, 3D FEA and 1D
beam analysis. Consequently, not only is the proposed method
computationally efficient and accurate, but also it can be easily
integrated and automated within a modern 3D CAD system.
However since the underlying physics is based on 1D beam
analysis, some of the limitations associated with explicit 1D beam
analysis (such as tendency to ignore stress concentration) are
inherited by the proposed method.
While this paper focused primarily on static linear elasticity,

the proposedmethod can be easily extended to dynamic problems.
Furthermore, algebraic reduction methods that combine, for
example, 3D FEAwith classic 2D platemethods are currently being
developed.

Appendix. Extracting K 3D:B from K 3D

Recall the definition of the bending stiffness matrix K 3D:B in
Eq. (2.14), reproduced below:

K 3D:B =
∫
Ω

NT,xN,xdΩ. (A.1)

While one can easily compute K 3D:B from ‘scratch’ (via Gaussian
integration), we ask here if it can be extracted from the 3D
FEA stiffness matrix K 3D in a numerically robust manner. This is
of interest since commercial codes exist today that can rapidly
compute K 3D in a robust manner.
Recall the definition of the 3D FEA stiffness matrix [2]:

K 3D =
∫
Ω

BTDBdΩ (A.2)

where

BT =

[N,x 0 0 N,y 0 N,z
0 N,y 0 N,x N,z 0
0 0 N,z 0 N,y N,x

]
(A.3)
D = Ē


[1− ν ν ν

ν 1− ν ν
ν ν 1− ν

]
0(3,3)

0(3,3)

(
1− 2ν
2

)
I(3,3)

 (A.4)

where:

Ē =
E

(1+ ν)(1− 2ν)
. (A.5)

Upon expanding, we find that:

K 3D = Ē
∫
Ω




(1− ν)NT,xN,x+

1− 2ν
2

(
NT,yN,y+

NT,zN,z

) 
 νNT,xN,y+
1− 2ν
2

NT,yN,x

 · · ·


(1− ν)NT,yN,y+
1− 2ν
2

(
NT,xN,x+
NT,zN,z

)  · · ·
Sym · · ·


dΩ.

(A.6)

Observe that the desired bending matrix (see Eq. (A.1)) is
embedded within Eq. (A.6). However, a major hurdle in extracting
K 3D:B from Eq. (A.6) is that, if the element is of high aspect ratio, it
follows that:

NT,xN,x
NT,zN,z

= O
(
(H/L)2

)
. (A.7)

Therefore, in all the diagonal entries in Eq. (A.6), NT,zN,z will
dominate over NT,xN,x as (H/L) → 0, and it will be numerically
impossible to extract NT,xN,x through algebraic manipulation.
However, it is still possible to extract the desiredmatrix by first

creating a pseudo-mesh by scaling the y and z coordinates of the
mesh by a factor β , where:

β ∼ O (L/H) . (A.8)

The precise choice of β is not critical and it will disappear in the
formulation below. Once this is done, we set E = 1 and ν = 0
in Eq. (A.6). In other words, we construct a pseudo-stiffness matrix
defined by:

K 3D:P =
∫
Ω

BTβD
0BβdΩ (A.9)

where the Bβ matrix is now given by:

BTβ =

[N,x 0 0 N,y/β 0 N,z/β
0 N,y/β 0 N,x N,z/β 0
0 0 N,z/β 0 N,y/β N,x

]
(A.10)

and

D0 =

[
I(3,3) 0(3,3)

0(3,3)
1
2
I(3,3)

]
. (A.11)

Indeed, from Eq. (A.9), we find that the pseudo-stiffness matrix is
given by (compare against Eq. (A.6)):

K 3D:P =
∫
Ω




NT,xN,x+

1
2β2

(
NT,yN,y
+NT,zN,z

)  1
2β
NT,yN,x · · ·


1
2
NT,xN,x+

1
2β2

(
2NT,yN,y
+NT,zN,z

)
 · · ·

Sym · · ·


dΩ.

(A.12)
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Given the pseudo-stiffnessmatrixK 3D:P , a simple check shows that
one can now extract the bending stiffness matrix as follows:

K 3D:B =
3
2
K 3D:Puu −

1
2

(
K 3D:Pvv + K

3D:P
ww

)
. (A.13)

The above operation is indeed numerically stable. Further,
although we have considered a single element, Eq. (A.13) can be
applied to a finite element mesh, in that one can ‘scale’ an entire
mesh, compute the pseudo-stiffness matrix (via finite element
assembly), and finally extract the bending stiffness matrix via
Eq. (A.13).
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